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The LLM Agent: Strategic planning and subtask allocation The Reinforcement Learning Agents: Execute primitive actions.

Raw Environmental Information Readout:        
𝑠𝑡𝐸𝑛𝑣 =	 (𝑐𝑡 , 𝑏𝑡 , 𝑔𝑡 , 𝑑𝑡 , 𝑑𝑡+1)

To extract key information from the simulation 
environment as environmental states.

Prompt Construction: 
To construct inputs that incorporate system prompts 
and existing environmental prompts utilized for 
LLM’s inferencing.

LLM’s Decision-making: 
𝑎𝑡𝐿𝐿𝑀 = 𝑔𝑡+1𝑖 ∈ 𝐺 𝑖 ∈ 1,… , 𝑛

LLM agent generates temporally abstracted subtasks 
from the set of available subtasks 𝐺 for 𝑛 RL agents.

Observation: 
𝑜*+ =	 (𝑜*

,,+ , 𝑜*
.,+)

RL agents perceive environments partially, observing general 
local environment information and subtask-related information.

Action:
RL agents take actions follow the default configurations of the 
benchmark environments. For example, actions in MOSMAC 
are no-op, movement in four directions and stop.

Reward function: 
𝑟*+ =	𝑟*

,,+ + 𝑟*
.,+

RL agents balance immediate environmental reward with 
subtask-related reward towards completing their subtasks.

Verification on output format and action validity. Self-
correction with error descriptions if error occurs.

L2M2 Architecture: LLM + MARL Integration

Environment Translator 𝜔: 
𝜔: 𝑆𝐸𝑛𝑣 	→ 	𝑃𝐿𝐿𝑀

To map numerical environmental states into 
environmental prompts.

ConclusionResults and Analysis
L2M2 demonstrates superior performance and sample efficiency. 

VMAS Navigation VMAS Passage

MOSMAC with (left) and w/o (right) subgoals

Kernel density estimation reveals that L2M2's LLM agent automatically 
generates strategic navigation paths that avoid challenging terrain features.

LLM Action Density Map shows spatial distribution of LLM’s action 
selections using kernel density estimation, demonstrated on the 
MOSMAC scenario w/o subgoals. 
LLM performs strategic path selection with zero-shot planning，
with high density in central regions with short path and low density 
near cliffs and ramps.
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• Multi-agent reinforcement learning 
(MARL) faces challenges in scaling to 
complex scenarios w. sustained planning 
and coordination across long horizons. 

• We present L2M2, a novel hierarchical 
framework that leverages large language 
models (LLMs) for high-level strategic 
planning and MARL for low-level 
execution. 

• L2M2 achieves superior performance 
while requiring less than 20% of the 
training samples compared to baselines. 

• L2M2 Features:

• Zero-shot RL agent control using LLMs
• Sample efficient LLM-guided MARL 

Training
• Generalizability across different env. 

and scenarios

LLM Agent: State Representation: Environmental prompts 𝑝𝐿𝐿𝑀; Action Space: Discrete subtasks 𝐺: Feedback Mechanism: Hard/soft verification 
RL Agents: Observation Space: Environment + Subtask info.; Action Space: Primitive actions; Reward: Environment + Subtask rewards

Experiments Settings

MOSMAC [2] scenarios implemented in this study. In each 
scenario, four units perform navigate tasks.

Baseline Comparisons
• Non-Hierarchical methods (End-to-end training): 

QMIX [3]
• Hierarchical methods (end-to-end training and direct 

integration): 
o Rule-Based Controller + QMIX
o HiSOMA [4] (FALCON + QMIX)
o L2M2 (LLM + QMIX)

VMAS Navigation VMAS Passage

MOSMAC w/o subgoals MOSMAC w/o subgoals

The VMAS [1] navigation (four RL agents) and passage (five RL 
agents) scenarios  implemented in this study. 

L2M2 is an efficient and novel method for addressing challenging multi-agent problems, benefiting from 
the power of pre-trained language models. 

Key Benefits of L2M2 Framework

• Zero-Shot Planning: Immediate strategic 
guidance from pre-trained LLMs

• Sample Efficiency: 80-85% reduction in 
training samples

• Generalizability : Adaptable to different MARL 
algorithms and LLMs

Future Extensions of L2M2

• Multi-Level Hierarchy: Extend to 3+ level hierarchies 
for complex task decomposition

• Dynamic Subtask Generation: LLM automatically 
create new subtasks 

• Heterogeneous Agent Teams: Different agent types 
with specialized capabilities


