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Introduction

MOSMAC Overview
» Current MARL benchmarks primarily “» MOSMAC features three characteristics:

focus on short-horizon, single- e e e e e e e e ——— - - .
objective tasks, lacking realistic multi- { Objective 1 (combat): The damage to enemy units should 1
objective scenarios. Multiple : be as much as possible. :
« We present Multi-Objective SMAC Objectives ! 0 Objective 2 (navigate): The distance agents from agents to |
- L] o . . |
(MOSMAC), a new benchmark with . 2] strategic positions should be as minimal as possible. '
multiple objectives, sequential task M g
allocation, and varying horizons. {, ““““““““““““““““““ S
. . Agents are allocated with tasks sequentially in an
« MOSMAC scenarios are designed to ! 5 . % W ! Sequential
. : episode, where the completion of the previous task !
evaluate the ability of agents to make | , o < all _ A N the | l Task
strategic trade-offs between | trlggers the next task a ocatlc?n. s such, the long : Allocation
objectives and adapt to different task ' horizon tasks are decomposed into many subtasks. h
lengths and difficultes. " o e e e -
| . . \
. . . | The total timesteps of each long-horizon task vary based |,
Multi-objective MARL (I\/IOARL) B Varying | on the target locations and paths. The environment !
* Many real-world problems involve Horizons 1 generates random directed acyclic paths for agents to |
aggnts dealing \_N'th multlple objectives '\ navigate from the starting to the target locations. ,'
while collaborating on a single task. N o e o o o o e o o o e o o o o e o e e e e e e e o -

* Such learning problems can be 4 MOSMAC contains two sets of scenarios:
categorized as multi-objective MARL

(MOMARL) [3] problems. Short-horizon MOSMAC
« MOMARL methods can be broadly

classified into two categories:

Single-policy methods: Multi-policy methods:
Agents learn a single Agents learn a set of
policy that optimizes a policies to approximate
particular utility u. the Pareto front.

 In this work, we report the preliminary
results of using SOTA MARL methods
as single-policy methods for two objs.

 The reward functions for the combat
and navigate objectives are:
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where rcf and ré are the rewards for attacking and destroying
enemy units by agent i; ;¢ is the reward for reducing distance to
the strategic position by agent i; n is the total number of agents.

An illustration of a short-horizon MOSMAC scenario An illustration of a long-horizon MOSMAC scenario,

* The complete reward function is: named 4t. The winning condition is all alive agents named 4t _vs_12t. The length of the horizons is
arrive at the strategic position, motivated by two configurable by moving the final targets to any of

r=aX1opj, + (1 —a) X1opj, objectives. @ The target locations are randomly the red areas. Enemies are placed in three positions

\cl)vgjeeriigslf weight of preference that indicates the priority [3] for selected for each episode, inspired by SMACv2 [2]. to deter the advancement of multi-objective agents.

Analysis and Findings in Preliminary Results

| g Lo el e O Jerge compex « MOSMAC fills the gap in current MARL and MOMARL benchmarks
: B / S by providing a challenging testbed for evaluating algorithms in
Zou B multi-objective tasks with varying horizons, which is applicable to
N EZEM N A/Q%ﬁi L both single-objective MARL and multi-objective MOMARL research.
T "7« Future work includes expanding MOSMAC with additional
Evaluation results of four MARL methods (QMIX, VDN, IQL, MADDPG) on MOSMAC scenarios. Left: The objeCtiveS, Scenarios, and algorithms, as well as exploring

results on two short-horizon scenarios. Right: The results on two long-horizon scenarios. _ ] _ ]
We evaluate nine MARL methods with the EPYMARL [1] framework hierarchical learning and domain knowledge-based task
y ' decomposition to improve performance on long-horizon multi-

« Existing MARL methods are able to address short-horizon tasks but objective tasks.
struggle when dealing with sequential tasks that involve multiple
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